DOI: 10.31114/2078-7707-2022-1-35-42

Complex Standard Cells Design Features in Advanced FInFET
Technologies

V.S. Kalashnikov, M.Y. Semenov
NXP Semiconductors, viacheslav.kalashnikov@nxp.com, mikhail.semenov@nxp.com

Abstract — A continuous scale of planar CMOS technology
results in the development of new techniques for deep
submicron processes or advanced nodes. A Fin Field-Effect
Transistor (FINFET) device technology becomes one of the
main trends as design rules are moving to 16nm and beyond.
Providing many opportunities and advantages for IC design
the FinFET technology raises a lot of questions regarding
reusing of current design methodology, tools, and flows.
While EDA vendors do not propose any groundbreaking
approach to SoC design for advanced nodes, the FinFET
technology should be effectively adapted to the existing
design flow with an appropriate tuning. This article provides
an overview of the main challenges of using 16nm FinFET
technology for standard cells design, which are an essential
part of any digital flow. General recommendations for
standard cells design with FinFET technology are
formulated. Features of complex cells design with applying of
multi-height layout architecture are presented. The proposed
guidelines were proven on the example of multi-bit flip-flops
design providing area effective solution for low power
applications.

Keywords — FIinFET technology, advanced node, digital
library, standard cell library, logic library, low power
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. INTRODUCTION

Even though original concept of vertical multi-gate
MOSFET device was proposed a quite long time ago in
1989 [1], a widespread adoption as production technology
FinFET structures got relatively recently. The FinFET
technology was developed by leading semiconductor
foundries as demand on emerged issues of planar
MOSFET process with scaling to deep submicron sizes.
Over the period of 2011 to 2014, the technology node was
introduced by key industry players like Intel, Samsung, and
TSMC [2], [3]. It is worth pointing that there are numerous
different gate structures evolved from planar devices in
three-dimensional  devices, which possess various
characteristics and features [1], [4]. The article is focused
on so-called shorted-gate (SG) bulk FIinFET devices
compatible with planar MOSFET technology that results in
lower fabrication cost and rapid deployment to
manufacturing due to bulk substrate usage [5].

A. General bulk FinFET definition

A key concept of the innovative technology is a three-
dimensional device structure also called tri-gate consisting
of thin silicon fins that form the source and drain regions

of the FinFET transistor and providing the channel for
current to flow in the open state [3], [6]. A poly gate is
wrapped around vertical fins resulting in better
electrostatic field control over the channel — a crucial
advantage determining several unique features of the
FinFET device. Particularly, such structure leads to the
significant reduction of leakage in off state and helps to
suppress other short-channel effects (SCE) intrinsic for
planar MOSFET.

B. Device structure and main advantages

A FIinFET device structure consisting of 2 fins is
shown in Fig. 1. The effective width of one fin in this 3-D
device is defined by its geometric parameters: height of the
fin (Hs;,) and width of the fin (W) or fin thickness:

(1

The channel length L is defined by a poly gate in a
standard way. The geometric parameters are technology-
specific and strictly controlled by a foundry.

Werr = 2 X Hppy + Wripn

IDS 4
< W-::
oy < fin
T
ST >
RS
< *}f**‘ "‘*’*‘*rf N
KPR
. RS

™ >
A
=L

Fig. 1. 2-fins FinFET device structure with geometric
parameters

Besides already mentioned advantages the described
above 3-D structure of FIinFET device has higher
integration density providing more performance per linear
transistor’s width due to vertical channel orientation [6].
Except for leakage savings, lower dynamic power is
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achieved at a low operating voltage (from nominal 0.8V
down to 0.55V in TSMC 16nm FinFET process) which is a
consequence of threshold voltage reduction. As stated in
TSMC press releases their 16nm FinFET technology is
50% faster and consumes 60% less power at the same
speed in comparison with TSMC's 20nm SoC process [7].
The performance gain is caused by the supreme drive
current. It means the FinFET transistors allow to get better
performance at defined power consumption or operate
equally fast but with much lower power. The flexible
trade-off for power, performance, and area (PPA) indicator
opens huge opportunities for designers in achieving
corresponding targets for different applications.

C. FIinFET design challenges overview

Offering a number of advantages, the FinFET
technology throws new challenges starting from
manufacturing complexities and ending with the thorough
sign-off process to address lots of issues including
reliability and power integrity. The article is focused on the
main features of standard cells design with FinFET
technology as an essential part of RTL-to-GDSII digital
flow. The most affected on the standard cells FinFET
specifics and their impact on the development process are
analyzed in Section Il. The investigation is done based on
TSMC 16nm FinFET technology. Section Il presents a
description of multi-height layout architecture, its purpose,
and features related to the FIinFET application. Basic
observations and recommendations for layout and circuit
design of standard cells including complex functions are
given. Section IV demonstrates an example of practical
usage of described principles for the development of multi-
bit flip-flop cells as part of a standard cell logic library. A
comparative analysis of key characteristics of developed
cells is provided with respect to analogous cells from a
3rd-party vendor. Final conclusions and outcomes are
formulated in Section V.

Il. STANDARD CELLS DESIGN CHALLENGES

Standard cell library development is one of the
milestones in the SoC design platform deployment for a
new technology node. On the one hand, leading IP vendors
offer numerous of their design Kits including logic libraries
and memory compilers for a wide range of technologies.
But at the same time their cost can be too high or some
additional cells, components are required for specific
applications. So in such cases, a problem of internal
development of necessary elements is raised [8].

A. Modeling/simulation

From a circuit design standpoint, there are several
FinFET features that impact design methodology
significantly. The first one is a more complex device model
required for simulation. The BSIM4 model used for years
is not sufficient to model the 3-D FinFET structure. In
response to the issue, a new compact BSIM-CMG
(common multi-gate) model was developed by UC
Berkeley [9]. But the challenge is mostly related to
foundries that are induced to collaborate with model
developers and find an effective solution in this area. So,
besides the new device model, TSMC has adopted the so-
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called TSMC Model Interface (TMI) allowing accurate
modeling of layout-dependent effects (LDE), NBTI/PBTI
aging, and process variation [3].

B. Width quantization

The more vital problem for circuit designers is the so-
called width quantization issue [10]. Unlike the planar
CMOS process, where the transistor’s width is a
continuous value (with accuracy to the manufacturing
grid), the FInFET device’s width is defined according to
(1) by the fin’s geometric parameters which are process
constants. So drive current of the FInFET device can be
increased only by constructing parallel multiple fins
connected together as shown in Fig. 1 for nfins=2. Thus,
it implies that for a FinFET, the arbitrary transistor’s width
is not possible, since it is always a multiple of fin height
and the total effective width of the device becomes
quantized:

Wiotar = Weff X nfins, (2)

where nfins — number of fins in multiple fin device
structure. Obviously, the restriction has more impact on
analog and memory design rather than digital, but anyway
it’s a serious obstacle for sizing and optimization when
target parameters are critical.

C. RDR and layout granularity

But certainly, the vast majority of challenges for
standard cells development with FinFET technology are
related to layout design. In case of transition from the
planar process, there is almost no possibility to re-use the
existing physical design and migrate it to the FinFET
technology node due to lots of restricted design rules
(RDR).
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Fig. 2. Simplified layout template of standard cell in FinFET
technology

The mentioned above width quantization issue of
FinFET devices determines a layout granularity due to the



presence of fin and chip boundary grids (Fig. 2). It implies
significant restrictions on the placement of oxide diffusion
(OD) regions in cell layout that should be aligned with fin
grid:

Wop

= Wyin + gridg, X (nfins — 1), 3)

where Wy, — drawn width of OD shapes, W, — fin width,
gridsy, — fin grid value, nfins — number of fins in
multiple fin device. At the same time, the top and bottom
edges of the cell boundary should be in the chip boundary
grid. In case fin and chip boundary grids are equal accurate
to some offset as shown in Fig. 2, cell height must be
compatible with fin grid. Conventionally cell height was
defined by metal routing pitch providing the corresponding
number of routing tracks for P&R tools. Now to enable
correct abutment of standard cells between neighboring
rows in design floorplan and form grid for signal routing
cell height has to be chosen as multiple of fin grid and
metal pitch [11]. Obviously, there is a more restricted set
of cell height values satisfying the condition. So, for
TSMC 16nm process cell height values with discrete 1.5
are commonly used (mostly 7.5T, 9T, and 10.5T libraries
are included in the IP vendor’s offer).

D. Min-jog OD rules

Another limitation related to OD shapes is so-called
min-jog rules regulating their form and distance between
edges [2]. It impacts the FinFET device sizing strategy and
their layout placement since a different number of fins in
nearby transistors might result in significant cell area
increasing to honor the min-jog OD rules (Fig. 3). For this
purpose, it’s sometimes reasonable to equalize the number
of fins in neighboring transistors to avoid area penalty and
other drawbacks if it’s allowed by design targets. In other
words, it’s worth following the layout-driven transistor
sizing approach, achieving a compromise between cell
characteristics and area.
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Fig. 3. Min-jog OD rules

E. MEOL

Starting from the 20nm process middle-end-of-line
(MEOL) layers are introduced representing a combination
of local interconnect (LI or MO0) layers between transistor
terminals (Front-end-of-line: FEOL) and metal routing
(Back-end-of-line: BEOL) [10]. MEOL layers allow to get
high-density local routing inside the cell and relieve pin
access problems. The connection between FEOL and LI
layers is formed by simple overlapping and doesn’t require
a via. Concerning the FinFET technology process, these
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are two additional layers known as CA and CB. CA is used
to form source/drain connections, while CB is a gate
connector.

Presence of MEOL increases both design and
fabrication complexity adding tens design rules and new
parasitic effects. Thus, the impact of MEOL should be
carefully accounted for all design stages since it’s one of
the dominant sources of parasitic components.

F. PODE

One of the main issues of FInNFET technology is edge
device degradation [2]. Poly on diffusion edge (PODE)
structures form parasitic dummy transistors on OD edges
reducing fin stress (Fig. 2). The PODE transistors are
active devices that affect circuit parameters and
functionality. For this reason, they should be properly
processed in physical design to avoid undesirable impact
and even functional failures in some cases. There are two
basic types of PODE transistors:

3-terminal device (3T), formed on OD edges with only
one source/drain area. It does not require any special gate
connection.

4-terminal device (4T) with a floating gate, formed
due to abutment of active FinFET transistors. It’s unusable
from a functional standpoint so the gate should be tied off
to power/ground rail depending on transistor type.

Finally, both types of PODE transistors may be formed
in case stepped OD shape shown in Fig. 3. The structure
results in two parasitic devices sharing the same gate.
Meanwhile, the 4T PODE part can be turned into both
dummy transistors and regular functional transistors based
on design needs.

G. Double patterning

Eventually one of the novelties widely applied in
advanced process nodes is related to BEOL constraints.
Due to lithography limitations double patterning technique
(DPT) is used to split high dense patterns (usually metal
layers) into two lower density intermittent patterns
represented by two different masks. From a layout design
perspective, it implies a coloring concept where shapes of
two different colors are associated with two different
masks for the same layer formation (Fig. 4).
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Fig. 4. Coloring of metal routing due to BEOL double
patterning




A complication is that there are strict and larger
spacing requirements for shapes of the same color which
force the layout designer to take care of correct
decomposition and coloring of internal metal routing to
avoid so-called odd cycle violations. As an example, the
same metal shape cannot be continued on nearby track due
to larger spacing requirements so only odd or even tracks
are available for the same colored nets (Fig. 5). In turn, a
coloring of power and ground (P/G) rails is defined usually
by cell height and corresponds to the number of routing
tracks available. Thus, in case even track library P/G rails
should have the same color, while for odd track library the
rails to be different colors.

[ e

mask2 mask?2
7 k1
o ﬁ )

2

maskl
B S S =]

Fig. 5. Example of routing limitation due to DPT

In fact, DPT is used for FEOL and MEOL as well. To
minimize spacing all critical layers are processed in two
steps: first is forming of basic layer geometry and second is
cutting of the shape to make required gaps and generate
final geometry. In the 16nm FinFET process the technique
is usually applied for OD, poly, and CA layers.

IIl.  MULTI-HEIGHT LAYOUT ARCHITECTURE

Traditionally cell height and layout architecture of
standard cell libraries are determined by the target
application. To achieve low-power requirements high
density or ultra-high density libraries are used for digital
design. Regarding TSMC 16nm FinFET process, it implies
7.5T or 9T standard cell layout architecture. So the further
discussion will address the 7.5T option as more critical
concerning the challenges mentioned above.

Standard cell layout architecture or simply layout
template specifies a set of design rules common for all
cells in a particular library and ensuring faultless P&R
flow on the SoC level. Basically, it includes allowable
regions for each layer in relation to the cell boundary, P/G
rails specification, requirements for pin shapes and hit
points as well as other layout guidelines making all cells in
the library unified.

Consider a generalized layout template for FinFET
based standard cell. As discovered in the previous section
cell height should be in line with the fin grid. In these
conditions, it would be highly important to figure out how
many routing tracks are available for internal
interconnections. As a rule, power/ground rails at the top
and bottom of the cell are wide enough to ensure EM/IR
requirements, so they remove 1 routing track each. Thus
between the rails, there are a few tracks available for
internal cell routing, particularly in our case these are 5
tracks only. Meanwhile for complex standard cells with a
large number of pins and an intricate system of internal
connections larger routing resources are required.
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To solve the issue a multi-height or multi-row layout
architecture can be applied. Such cells have got shared
power and/or ground rails depending on selected type and
height equal to even or odd number of row height. Fig. 6
provides a generalized structure of a double-height cell
with a shared power rail as the most conventional case. It’s
not a complete layout and shows only specific objects and
layers to support the description below.

Such structure makes available almost twice more
routing tracks in comparison with a single-height template.
But there is a drawback even for such an approach — now it
iS necessary to arrange connections between rows inside
the multi-height cell. Usually, standard cells utilize Metall
for internal routing, seldom Metal2 is used in case of a
large number of pins and dense routing while higher metals
usage is quite undesirable. So having P/G rails in Metall
and horizontal direction of Metal2 there is no opportunity
to use metal layers as inter-row connections. But just here
the MEOL layers and poly itself might be used efficiently
to resolve the problem. Since CA layer has a vertical
direction, it can help to form local interconnections
between cell rows (Fig. 6). Such connections should be
short enough, as the MEOL layers have higher resistivity,
than metals, and may impact the cell parameters
noticeably. At the same time, the poly may be naturally
used for longer connections, especially as a gate connector.

To ensure that such a cell routing approach is safe in
terms of EM and IR drop concerns, a corresponding
analysis was done using Voltus-Fi EMIR Self Heating
flow. The analysis was run for a wide range of input
frequency and output load values at the worst EM/IR
conditions (best process, high supply voltage, high
temperature). It has shown that internal nets, routed in CA
and poly layers, are not in the critical path from an EM/IR
standpoint. The EM/IR analysis results showed a
significant margin for the nets in comparison with current
limits across all kinds of measurements (avg, peak, rms).

The described above approach was successfully
applied for complex standard cells development in
advanced nodes (e.g. 16nm, 5nm). The efficiency and
reliability of the proposed design technique are confirmed
by silicon validation results and many company products,
which widely used the internally designed standard cells.
Based on the experience the following common
recommendations for standard cells layout design in
advanced nodes can be formulated:

e  Multi-height layout architecture should be evaluated
and analyzed for complex cells design in the conditions of
limited routing resources. Thus, for the high density 7.5T
library, there are only 5 tracks available for internal
routing, so this is a good candidate to use multi-height
layout architecture for cells with a large number of
pins/nets.

e Consider layout-driven transistor sizing where it’s
applicable to get area-efficient cell layouts. In specific
practical cases, the approach can provide area benefit up to
10%, but all the changes have to be carefully verified in
post-layout simulation to avoid significant degradation of
key parameters.
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Fig. 6. Generalized structure of double-height cell layout

e Decompose the circuit by separating common parts
having the maximum number of connections with other
parts of the circuit. Use case of such decomposition is
described in the next section of the article based on the
example of multi-bit flip-flop cells design.

e Arrange the decomposed parts of the circuit in layout
in a way to relieve internal routing. The most conventional
principle, also used in this work for multi-bit flip-flop cells
development, is to place a common part in the center of the
layout having other parts around.

e Use MEOL and poly layers to organize inter-row
connections. It allows excluding or reducing usage of
higher metals inside complex standard cell layouts,
consequently providing more routing resources on the SoC
level.

It is worth noting also that layout design time increases
significantly for advanced nodes, so it should be taken into
consideration in the planning phase of the development
(e.g. odd cycle violations correction is very time-
consuming).

IV.  MULTI-HEIGHT ARCHITECTURE USAGE FOR
COMPLEX FUNCTIONAL CELLS DESIGN

Power and area minimization is a conventional goal for
most  System-on-Chips (SoCs). To meet these
requirements, all IP providers started including more
complicated solutions in their deliveries which can help to
reduce power, area, or both on the SoC level.

Currently, advanced standard cell libraries include
complex functional cells. One of the possible solutions to
reduce power and area is a multi-bit flip-flop (MBFF) [12]-
[14]. At the same time, the multi-bit flip-flop is one of the
most complicated cells in standard cell libraries. MBFFs
are intended to save power and area in comparison with
stand-alone flip-flops (FFs). The main idea of MBFFs
usage is to share common resources between all bits. The
general concept of MBFF structure is shown in Fig. 7.

Every stand-alone flip-flop contains master and slave
latches, clock elements to generate internal clock signals
with required polarity, initialization elements to generate
internal Set/Reset signals with required polarity depending
on specified functionality, auxiliary elements to enable
scan ability of flip-flop.
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Fig. 7. General circuit architecture of multi-bit flip-flop

Let’s consider in more detail what benefits the MBFF
structure has in comparison with single-bit FFs.

The internal clock chain (conventionally, it includes
two clock inverters) makes a significant contribution to
total power for every flip-flop [15]. MBFF structure allows
avoiding clock elements duplication in clock chain that
reduces total power. Thus, the MBFF structure has shared
clock elements that can drive more than one flip-flop.

Another advantage of the MBFF structure is area
reduction due to the following reasons:

e clock chain is shared between all bits of MBFF instead
of availability in every single-bit FF;

e initialization logic (Set/Reset chains, which generate
direct and inverted signals) is also shared between all bits
of MBFF instead of availability in every single-bit FF;

e simple circuitry, which generates direct and inverted
scan enable internal signals for scannable flip-flops, can be
also shared between all bits of MBFF.

There is one more indirect and potential advantage of
multi-bit flip-flops, which give more benefit on the higher
SoC level. The MBFF structure might have an embedded
scan chain, which is properly verified during the cell
development stage. That means there will be no need to fix
hold violations for MBFFs, which might happen during
SoC logic synthesis.
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To summarize, we can conclude that multi-bit flip-
flops are the power effective and area-effective solutions.
At the same time, SoC designers should consider the fact,
that MBFFs have some timing degradation in comparison
with single-bit versions.

The described above multi-height layout architecture
and proposed recommendations were effectively applied
for MBFF layout design. The MBFF circuit is decomposed
based on the circuit structure listed above: the shared logic
for clock chain, initialization signals, and control scan
logic represent a common part, that is placed in the center
of the layout. Separate flip-flop parts, which correspond to
each bit in MBFF structure, are placed around to arrange
effective routing. Poly gates extending across the entire
cell height are used to distribute direct and inverted clock
signals. CA layer can be efficiently applied to organize
internal scan chain between bits in MBFF structure.

Typically, standard cell libraries include multi-bit flip-
flops up to 8-bits. During power optimization on the SoC
level, a substantial part of single-bit flip-flops is grouped
and replaced by the corresponding multi-bit flip-flops. To
provide flexibility for optimization tools at this stage, the
multi-bit flip-flops are developed having different bit-depth
and driving strengths. Thus, in our library 2-bit, 4-bit, and
8-bit flip-flops with several driving strengths are presented.

To estimate the benefits that can be achieved, a cell-
level benchmark, comparing the main characteristics of the
developed multi-bit flip-flops with reference data for
single-bit flip-flops, was done. Trend analysis and
comparison results for multi-bit flip-flops with equivalent
numbers of single-bit flip-flops are given in Table 1.

Table 1

Comparison: one N-bit MBFF versus N standalone FFs

Timing
(Max setup + Max delay) Total power | Area
1-bit reference
2-bit +19.7% -6.2% -14.3%
4-bit +23.7% -16.8% -21.4%
8-bit +26.7% -21.7% -23.2%

Three main characteristics were compared:

e Timing: the sum of maximum setup time and
maximum delay time were defined and compared for
single-bit flip-flop and the corresponding 2-bit, 4-bit, and

8-bit flip-flops;

Power: total power for 2-bit, 4-bit, and 8-bit multi-bit
flip-flops was defined and compared with the equivalent
number of single-bit flip-flops (e.g. total power for 2-bit
multi-bit flip-flop was compared with power values of 2
single-bit flip-flops, etc.)

Area: a total area for 2-bit, 4-bit, and 8-bit multi-bit
flip-flops was defined and compared with the equivalent
number of single-bit flip-flops (similar, e.g. total area for
2-bit multi-bit flip-flop was compared with area values of 2
single-bit flip-flops, etc.)




These results confirm power and area efficiency of MBFFs
usage.

Complex cells in standard cell libraries cannot have an
infinite length within one row as for every technology
there is a limit for X-size of layouts (basically due to latch-
up rules). Therefore, such complicated cells can have
multi-row architecture. As an example, depending on cell
complexity, it can be 2-rows or 4-rows. Using multi-row
architecture and effective layout implementation methods
from chapter 3, several MBFF families for the internal
16nm FinFET standard cell library were developed.

The results of selective cell-level comparison of
internally-developed versus vendor-provided 4-bit flip-
flops are given in Table 2.

Table 2

Cell-level comparison: 4-bit MBFF internally developed
versus external vendor

Internally | External

developed | vendor Difference

Layout architecture 2-rows 1-row -
Area, um? 4.06 4.19 -3.1%
Total power, uwW 9.23 10.28 -10.1%
(T,\'/lr;‘)'(“(?élgi Maxsewp)| 13724 | 13716 <0.1%
Max hold value, ps 14.5 16.5 -12.1%
Routability (Metal 2 45 5 ]
tracks used per row)

Presented results show that multi-row architecture and
effective layout implementation methods in 16nm
technology provide better area (~3%), better total power
(~10%), while keeping about the same performance (the
difference is less than 0.1%), and having better hold timing
parameter (~12%). Also, multi-row architecture provides
additional benefits in terms of routability as the number of
occupied metal tracks per row, used for internal cell
routing, is less. Thus, multi-row architecture provides more
available metal tracks for routing on the SoC level.

V. CONCLUSION

Main specifics and challenges for standard cell design
in FinFET technology have been overviewed in this article.

Multi-height or multi-row layout architecture for
complex cells design in 16nm FinFET technology has been
presented. The set of guidelines and recommendations for
complex multi-row cells with respect to layout design has
been formulated.

Based on the proposed recommendation a number of
complex multi-row multi-bit flip-flops have been
developed for the 16nm FinFET standard cell library. The
multi-bit flip-flops are fully consistent and can be used
together with the existing cells. The cell-level benchmark
for newly developed cells has been done. The results of
comparison have shown better PPA characteristics on the
cell level, which was also proven by silicon results.
Guidelines presented in this article can be applied by
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standard cell developers for the design of area-effective
complex cells with multi-row layout architectures.

REFERENCES

[1] J.-P. Colinge. FinFETs and Other Multi-Gate Transistors.
Springer, 2008.

[2] Y. Du and M. D. F. Wong. "Optimization of standard cell

based detailed placement for 16 nm FinFET process," 2014

Design, Automation & Test in Europe Conference &

Exhibition (DATE), 2014, pp. 1-6.

Andy Biddle, Jason S.T. Chen, "FinFET Technology —

Understanding and Productizing a New Transistor”, White

Paper, 2013. URL: https://www.synopsys.com/cgi-

bin/imp/pdfdla/pdfrl.cgi?file tsmc_snps_finfet_wp.pdf

(access date: 17.03.2022).

Sudeb Dasgupta, Brajesh Kumar Kaushik, Pankaj Kumar

Pal. Spacer Engineered FIinFET Architectures: High-

Performance Digital Circuit Applications. CRC Press, 2017.

Niraj K. Jha, Deming Chen. Nanoelectronic Circuit Design.

Springer-Verlag New York, 2011.

Jamil Kawa. "Designing with FinFETs: The Opportunities

and the Challenges", White Paper, 2012. URL:

https://www.synopsys.com/dw/doc.php/wp/designing_with

_finfets_wp.pdf (access date: 17.03.2022).

TSMC technology press releases. URL:

http://www.tsmc.com/english/dedicatedFoundry/technology

/16nm.htm (access date: 17.03.2022).

Kalashnikov V.S., Semenov M.Y. Standard cell libraries

content optimization // Problems of Perspective Micro- and

Nanoelectronic Systems Development - 2016. Proceedings /

edited by A. Stempkovsky, Moscow, IPPM RAS, 2016.

Part 2. P. 217-224.

Yogesh Chauhan Darsen Duane Lu Vanugopalan

Sriramkumar Sourabh Khandelwal Juan Duarte Navid

Payvadosi Ai Niknejad Chenming Hu. FinFET Modeling

for IC Simulation and Design. Academic Press, 2015.

[10] Xinfei Guo, Vaibhav Verma, Patricia Gonzalez-Guerrero,
Sergiu Mosanu, and Mircea R. Stan. "Back to the Future:
Digital Circuit Design in the FinFET Era", Journal of Low
Power Electronics, Vol. 13, No. 3, pp. 1-18, 2017, doi:
10.1166/jolpe.2017.1489.

[11] Y. Laplanche. "Implementation of ARM® Cores in FInFET
technolgies," 2015 45th European Solid State Device
Research Conference (ESSDERC), 2015, pp. 80-83, doi:
10.1109/ESSDERC.2015.7324718.

[12] S. Gautam, "Analysis of multi-bit flip flop low power
methodology to reduce area and power in physical synthesis
and clock tree synthesis in 90nm CMOS technology,” 2014
International Conference on Advances in Computing,
Communications and Informatics (ICACCI), 2014, pp. 570-
574, doi: 10.1109/ICACCI.2014.6968550.

[13] G. Prakash, K. Sathishkumar, B. Sakthibharathi, S.
Saravanan and R. Vijaysai, "Achieveing reduced area by
Multi-bit Flip flop design,” 2013 International Conference
on Computer Communication and Informatics, 2013, pp. 1-
4, doi: 10.1109/1CCCI.2013.6466259.

[14] Kalashnikov V.S., Semenov M.Y., Titov Y.A. Multi-bit
flip-flop usage features to reduce power in
nanotechnologies // Problems of Perspective Micro- and
Nanoelectronic Systems Development - 2020. Issue 3. P.
180-187. d0i:10.31114/2078-7707-2020-3-180-187

[15] M. P. Lin, C. Hsu and Y. Chang, "Recent research in clock
power saving with multi-bit flip-flops,” 2011 IEEE 54th
International Midwest Symposium on Circuits and Systems
(MWSCAS), 2011, pp. 1-4, doi:
10.1109/MWSCAS.2011.6026538.

(3]

(4]

(5]
(6]

(7]

(8]

[0



OCOOEHHOCTH MPOSKTUPOBAHUS CJIIOKHBIX CTAaHJAPTHBIX SUYCEK B
nepenoBbix FINFET TexHoIOrmsax

B.C. Kamamnukos, M.}O. Cemenosn

000 «2u-Okc-ITn CemukonmakTopey, Viacheslav.kalashnikov@nxp.com,
mikhail.semenov@nxp.com

Annomanyusn IIponoskalomeecss MacmTaGupoBaHue
pasmepoB miaHapHoii KMOII TexHosioruu BeleT K
pa3padoTke HOBBIX METOAOB ISl IIy0OKO-CyOMHMKPOHHBIX
nepeoBbIX MpoueccoB. TeXHOJ0rus Mo/1eBoro TPaH3uCTOpa
¢ TpexMepHoii cTpyktypoii B ¢opme miapuuka (Fin Field-
Effect Transistor, FINFET) cranoBuTCsl OQHUM M3 IJIABHBIX
HaNpaBJeHNil NMPH Nepexoge K HOPMaM HNPOEKTHPOBAHHUS
16sm u Humxe. IlpenocraBisii psif  BO3MOMKHOCTEH M
npeumymiects s paspadorku MC FIinFET Ttexnosiorus

NMOAHMMAET MHOKECTBO BOIIPOCOB OTHOCHTEJBHO
NpPUMEHEeHUs] HMEIOLIUXCSH  METOJO0JIOrMii, CpeacTB H
MapuIpyTOB  NpPOeKTHpOBaHus. B To Bpems Kak
npouspoautTen CAIIP He npenjaralOT Kakux-JIu00

a0COTIOTHO MHHOBAIIMOHHBIX MOAX010B K pa3padorke CHK
s mepenoBbix mpomeccoB, FINFET TexHosiorust m0/KHA
ObITb 3(¢eKTHBHO aJaNTHPOBAHA K CYWIECTBYIOLIUM
MapuIpyTaM HPOeKTHPOBAHHUS C Y4eTOM ee O0COOEHHOCTEM.
JlanHasi cTaThsi BKJIIOYAaeT 0030p OCHOBHBIX MNpodJeM
HCNoJIb30BaHus TexHoaoruu FINFET 16um npu paspaGorke
oudIHMoTeK CTaHAAPTHBIX siyeex, SIBJISIOINUX CS
HEOThbeMJIeMOll 4YacThi0 JI000r0 HU(PPOBOro MaplpyTa
npoextupoBanus. ChopmyupoBaHbl 001IMe PeKOMEHIAINMT
Npy NPOEKTHPOBAHUH CTAHAAPTHBIX siyeek B FINFET
TEXHOJIOTHH, A TaKike TNpPeICTaBJeHbI 0CO0EHHOCTH
Pa3paboTKH CJIOKHBIX sTYeeK ¢ MPHMeHeHneM MHOTOPSIAHOI
TONOJIOTHYeCKOI apXHTEKTYpPHI. Ipenaoxennsie
PeKOMeHIalMi  ONMpPO0OBAHBI HAa MNpHMepe pPa3padoTKH
MHOTOPAa3PSIAHBIX TPUITEPOB, obecnevnBaOIINX
3¢ ¢exkTHBHOE, ¢ TOYKH 3PeHHs 3aHHMAaeMONl NJIOLIAIHU,
peuieHue 1Jsi MAJ0NOTPeOISIIOIIMX MPUII0KEHHIA.

Kniouesvie cnosa — FINFET TtexHosnorusi, mnepenoBoii
npouecc, nudpoBas 6uGIMOTeKa, OUOIMOTEKA CTAHAAPTHBIX
siyeeK, JIOTHYecKass OUOIMOTEKa, MAJOMOTPed IsIIomAasn
CTaHAAPTHAasA sivelika, MHOTOpSIAHAs  TOMOJOTHMYecKast
apXHTEKTYpa, MHOTOPa3PSI/IHbII TPUTTEP.
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